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Haga clic en el icono para agregar un elemento gráfico 
SmartArt

“show me similar images“
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Introduction
Big picture: astronomy

● Data-growth in astronomy is exponential

● Astronomers will be are the rare resource (ADASS 2014)

● Machine learning to the rescue (ADASS 2018)
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Introduction
Big picture: archives

● Daniel Durand (ADASS 2015): “The next frontier for science archives is to 
make the content of the data searchable”

● ALMA first small steps
● Text-based similarity search using NLP
● Previews with line-finding and line-identification (ADMIT, P. Teuben)

● Now image similarity, inspired by Josh Peek’s ADASS talk (2018)
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Introduction
Big picture: fastronomy

It is not good enough that scientists can do what they need to do.
They also have to be able to do it fast.

fastronomy
Let scientists concentrate on science
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Supervised learning
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Supervised
Deep learning with labeled data

ResNet-50

“Hey network, this is a cat”

https://arxiv.org/pdf/1512.03385.pdf
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Supervised
Deep learning with labeled data

ResNet-50

“Hey network, this is a chair”

https://arxiv.org/pdf/1512.03385.pdf


11
Fe

lix
 S

to
eh

r, 
N

ov
em

be
r 2

02
3,

 A
D

A
S

S
 X

X
X

III
, E

S
O

 P
U

B
LI

C

Su
pe

rv
is

ed
D

ee
p 

le
ar

ni
ng

 w
ith

 la
be

le
d 

da
ta

R
es

N
et

-5
0

“H
ey

 F
el

ix
, t

hi
s 

lo
ok

s 
lik

e 
a 

ca
t”

https://arxiv.org/pdf/1512.03385.pdf


12

Contrastive Learning



13 Felix Stoehr, November 2023, ADASS XXXIII, ESO PUBLIC

Unsupervised
SimCLR: self-supervised representation learning

● arXiv/2002.05709 
Chen, T., et al. (2020), Google Brain Team

● library:
https://github.com/vturrisi/solo-learn
jmlr: Turrisi da Costa, V., et al. (2022)

Yann LeCun (2023)

“Self-Supervised Learning has 

taken over the world”

https://arxiv.org/pdf/2002.05709.pdf
https://github.com/vturrisi/solo-learn
https://jmlr.org/papers/volume23/21-1155/21-1155.pdf
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Unsupervised
SimCLR: Contrastive representation learning

ResNet-50

“Hey network, these are similar”

transformations

https://arxiv.org/pdf/1512.03385.pdf
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Unsupervised
SimCLR: Contrastive representation learning

ResNet-50

“Hey network, these are similar”

transformations

https://arxiv.org/pdf/1512.03385.pdf
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transformations

Unsupervised
SimCLR: Contrastive representation learning

ResNet-50

“Hey network, these are different”

https://arxiv.org/pdf/1512.03385.pdf
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SimCLR
Changes needed for astronomical images

● Add affine transformations
● rotation (arbitrary angle)
● shear
● scale
● (flip, offset)
● logscale (TBD)

● Removal of the striping of the first ResNet layers

● Optimization: hyperparameter search (12 parameters)



18

Results
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Results
ALMA image similarity
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Results
ALMA image similarity
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Results
ALMA image similarity
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Workflow
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Workflow
Training, inference and similarity evaluation

● Training: need to train for many epochs (e.g. 1000) O(N)

● Inference: evaluate the model for each image [N, 2048]   O(N)

● Compute the similarity of each image with all others   O(N log(N))
● Trick 1: normalize the vectors ⇒ can use L2 instead of cosine distance
● Trick 2: use kd-tree to find the 1000 most-similar images 
● Trick 3: instead of scikit-learn (CPU) use cuml (GPU): 60x faster   

● Final data file: similarity matrix [N, 1000]

● All processes ~O(N) [~16h on 3 GPUs for 1000 epochs] ⇒ fully scalable

https://scikit-learn.org/stable/
https://github.com/rapidsai/cuml
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Workflow
Webinterface

~
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Prototype
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Prototype
The interface
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Prototype
The interface
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Prototype
The interface
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Prototype
The interface
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Todo
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Todo
The outlook

● Scientific validation
● Have astronomers select similar (and different) images to get a test-set
● Use the results

● to optimize the hyperparameters
● directly in the training

● In production: record all selections done on the interface and continuously improve the model

● Training per science category (or at least galactic vs. extragalactic)?

● Nice-to-have: 
● Upload image (this will require GPU access)
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Conclusions
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Conclusions

● Self-supervised CLR is a breakthrough for representation learning and image similarity
● An image similarity interface can be a valuable asset for Science Archives in astronomy
● Can be done for continuum and line cubes (through peak-flux image computation)
● Discovery can be sped up vastly (fastronomy)
● All similarity information can be pre-computed and the interface can make use of standard web 

technology without the need for GPU access
● Can provide refinement of the result through the image selections and quick select
● Can improve the model continuously with recorded selections

● Hyperparameters do have substantial influence over the result
● There is no objective ‘similarity’ for astronomical images and what astronomers need depends 

strongly on their science case even for the same initial image
● Finds similar images but not necessarily all similar images


